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Curie-Weiss model

This is a model of interacting components where it is possible to use large deviation theory to
understand the collective behavior of the system. Fix β � 0 and let Ωn = { − 1, 1}n and consider
the probability measure Pn over Ωn given by

Pn(ω1,� , ωn) = 1
2n

eβHn(ω)

Zn
, ω = (ω1,� , ωn)∈Ωn

where

Hn(ω)= 1
n

∑
i,j=1

n

ωi ωj

and where Zn is a normalization constant such that

Pn(Ωn) =
∑

ω∈Ωn

Pn(ω1,� , ωn)= 1

that is

Zn =
∑

ω∈Ωn

exp(βHn(ω))
2n

.

Observe that Hn(ω) = nβF (Mn(ω)) where F (x) = x2 and Mn(ω) = (ω1 +� + ωn)/n is the empir-
ical mean of the random variables ω1, � , ωn = ± 1. Let µn be the law of Mn under the proba-
bility measure Pn. Observe that Mn: Ωn→ [− 1, 1] so that µn is a probability over [− 1, 1] for all
n � 1 and that the law µn is defined by∫

[−1,1]

ϕ(x)µn(dx)=
∑

ω∈Ωn

ϕ(Mn(ω))Pn(ω)=
∑

ω∈Ωn

ϕ((ω1 +� + ωn)/n)exp(βHn(ω))
2n Zn

a) Prove that the family {µn}n�1 satisfy a large deviation principle on [ − 1, 1] with rate
function

I(x)= 1+ x

2
log(1 +x)+ 1−x

2
log(1−x)+ βx2−C

where the constant C is chosen such that infx∈[−1,1] I(x) = 0. Hint: Observe that the
measure µn can be written as∫

[−1,1]

ϕ(x)µn(dx) =
∫

[−1,1]

ϕ(x)e
βnF (x)

Zn
µn

0(dx)

where µn
0 is the law of Mn under Pn when β = 0, that is when each ω1, � , ωn is an inde-

pendent random variable such that Pn(ωn = ± 1) = 1/2. So that by Cramers theorem
{µn

0 }n�1 satisfy a large deviation principle with suitable rate function. Use then Theorem
21 (Change of measure) of Poly 3.

b) Prove that for β ∈ ]0, 1] the unique minimizer of the function I: [ − 1, 1] → R+ is 0 and
that if β > 1 then there exists a function m(β) such that the function I has exaclty two
minima at the points ±m(β).
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c) Use the above results to prove that, when β � 1 the family µn weakly converges to the
Dirac mass in 0 and that when β > 1 it weakly converge to the probability measure

1
2
δ−m(β) +

1
2
δm(β)

that is the discrete measure that assign probability 1/2 to the points ±m(β). Hint: when
β � 1 consider the probability µn(]− ε, ε[c) for some ε > 0 and use the large deviation esti-
mate to show that it goes to zero as n→∞. Use a similar strategy in the case β > 1.

To understand fully this problem it is a good idea to give a look at the paper

http://www.math.umass.edu/~rsellis/pdf-files/Les-Houches-lectures.pdf

in particular Chapter 9.1.
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