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This sheet will be solved during the tutorials of the week of October 14th. It will not be evaluated.

Let (Ω, ℱ, ℙ) a probability space. Recall that the conditional expectation 𝔼[X∣𝒢] of an integrable random
variable X wrt. the 𝜎-algebra 𝒢⊆ℱ is any random variable Z which is integrable and 𝒢-measurable and for
which

𝔼[ZY]=𝔼[XY]

for all Y ∈L1(ℙ,𝒢). It is a.s. unique.

Exercise 1. For all X, Y ∈ L1(ℱ) and all sub-𝜎-algebras 𝒢, ℋ ⊆ ℱ prove the following properties of the
conditional expectation.

1. Linearity: 𝔼[𝜆X +𝜇Y ∣𝒢]=𝜆𝔼[X∣𝒢]+𝜇𝔼[Y ∣𝒢] for all 𝜆,𝜇∈ℝ;

2. Positivity: X ⩾0a.s.⇒𝔼[X∣𝒢]⩾0a.s. ;

3. Monotone convergence: 0⩽Xn ↗Xa.s.⇒𝔼[Xn∣𝒢]↗𝔼[X∣𝒢]a.s. ;

4. Jensen's inequality: for all convex 𝜑:ℝ→ℝ: 𝔼[𝜑(X)∣𝒢]⩾𝜑(𝔼[X∣𝒢]) ;

5. Contractivity in Lp: ‖𝔼[X∣𝒢]‖p ⩽‖X‖p for all p∈[1,∞],

6. Telescoping: If ℋ is a sub-𝜎-algebra of 𝒢 then

𝔼[𝔼[X∣𝒢]∣ℋ]=𝔼[X∣ℋ]=𝔼[𝔼[X∣ℋ]∣𝒢];

7. If Z ∈̂𝒢, 𝔼[∣X∣]<∞ and 𝔼[∣XZ ∣]<+∞ then 𝔼[XZ ∣𝒢]=Z 𝔼[X∣𝒢].

Exercise 2. Assume there exists a partition A1,…, An of Ω (i.e. the sets are pairwise disjoint and cover all Ω)
and let 𝒢=𝜎(A1,…, An). Let X ∈L1(ℙ,ℱ).

a) Describe 𝒢.

b) Show that 𝔼[X∣𝒢]=∑i 𝔼[X∣Ai]1Ai with 𝔼[X∣Ai]≔𝔼[X1Ai]/𝔼[1Ai].

Exercise 3. Prove the following.

a) If X is independent of the 𝜎-algebra 𝒢, then 𝔼[X∣𝒢] is almost surely constant and

𝔼[X∣𝒢]=𝔼(X), a.s.

b) If ℋ and 𝒢 are independent, X is 𝒢-mesurable and 𝒢′⊆𝒢, then

𝔼[X∣ℋ,𝒢′]=𝔼[X∣𝒢′].

c) If X1,…,Xn is a family of independent r.v. and f (X1,…,Xn)∈L1 then

𝔼[ f (X1,…,Xn)∣X1]=𝜑(X1)

where 𝜑(x)≔𝔼[ f (x,X2,…,Xn)].
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