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Definition 1. We say that S~kg. - AKX x R¥1 > C is linear in A (or satisfies Axiom SO) if for all a,...,a; € A
and ty,...ty—1 € R, if the map

a'_)Sk,(al,...,a,-_l,a,ain ak)(tl,---,tk—l)

.....

is linear in a € A.
Recall the theorem we were proving in the last lecture.

Theorem 2. Ifb:k,. - X x RE-1 = C satisfy Axioms S0,51,52,53 we have that there exists an Hilbert space
96, a representation Qg of A in B(I6) and a self-adjoint, strongly continuous semigroup (K (t));>o0 on 36
and a vector ho€ 36 cyclic wrt. Qo, K and invariant, i.e. K(t)ho=h (in other words, hg is a ground state),
such that Sk,Ak(Tk—l) are the Schwinger functions generated by (96, Qo, K, ho).

Proof. We introduced the free algebra % generated by symbols K (t) and Qo( ) with suitable multiplication
rules for Qp and K. We let Fy(Ay, Ti_1) = Qo(a)K (1) - - K (tx—1) Qo(ay) and we introduced the positive
Hermitian form ()¢ given on element as

(Fi( A Tio1), Fal AL T-1)) = Skano1.00ap (0(Ti-1), Tieo1).

We have also introduced the null space //° where this form vanishes and 98 =F\N and we let 96 the
completion of 34 wrt. to the scalar product induced by the above form. We introduced also operators K ()
on & such that K (1)A = K (t)A and we proved that it is symmetric wrt. ()& and a semirgoup. We have that

(K(nA,A)=(K(1/2)A,K(t/2)A) >
moreover by repeated use of Cauchy—Schwartz we also have
(K(NA,4) < (K(20A,A)'2(A,A) 2 < < (K (2" A, A)) /2 ((A, A 1V
By Axiom S2 we know that (K (2"1)A, A) can be written as a sum of the form

(K(2")A,A) = Z Sk.a, (2"t .. tk—2)
k, Ay

where everything does not depends on 7z and is uniformly bounded so the quantity (K (2"f) A, A) is bounded
uniformly in n. So

(K(nA,A)<CV(A,A)"1
and taking n — co we have
(K(1A,A)<(AA)
so K(t) /" c N and K (¢) is well defined on 96 and we let Ko (1)[A]=[K (¢)A]. We have that for all >0

(Ko(1/2)[A],Ko(t/2)[A]) = (Ko (1) [A], [A]) <([A],[A])



so Ky(t) is a contraction for all #> 0 so it extends to 36 as K. It is also self-adjoint and a (K(#)),50 is a
semigroup. For the strong continuity of the family (K (#)),>o we observe that the Schwinger functions
are continuous at least when considered as a functions of one of the time variables (fixing all the other
parameters). This is enough to prove that ¢ — K (¢) is weakly continuous and then strong continuity follows
since it is a contraction.

We define a linear map Q(a): F -» F as Q(a)A = Qo(a)A. It is a representation of A on ¥ (this follows
from the relations we imposed on the algebra %). We have that is a *-represenation:

(Q(a)A,B)7 =(A,Q(a")B)#

this can be proved by looking at the definition of the Hermitian form. Moreover on can show Q (a) /" c &
so that we can define the operator on 34. Define the linear functional on A: Ly(a) =(Q(a)A,A)g. Itis
positive since

La(bb*) =(Q(bb™) A, A)7 =(Q(D)Q(b") A, A) 7 =(Q(D")A, Q(b")A) 5 20.

Therefore it is continuous and its norm on A" is given by Ls (1 4) =(A,A)g so if Ae N then Ly =0. From
this, in particular we have O—LA(b*b) = Q JA,Q(b)A)z so Q(b)A e N for any b e A. We can then

pass to the quotient and define Qgg(a =[Q(a)A]. We have also [|Qqo(a) [A]ll# < llall zlI[Alll# so Qoo is
bounded and can be extended to % as a C *-homomorphism. We let 1p=[14] and by S1 prove that it is
invariant. =

Remark 3. We can replace S2 by S2' which is the property that S t.-: A*x RE1 - C are bounded and con-
tinuous in each of the time variables separately. This implies that all together (S0,51,52,S3) are equivalent
to (S0,S1,S2',S3). (Of course S2 is not equivalent to S2").

An example: the Ornstein—Uhlenbeck process.

We fix a probability space (Q, %, P) and consider a Gaussian process X: R x Q — R, that is such that for all
&1,..., &€ R we have that (X;,...,X,) is a k-dimensional Gaussian. A Gaussian process is characterised
by its mean and covariance function. We let E[X;]=0 for all £ € R and

Cov(Xs,Xs) = E[X:X:/] :%e—f"i-s”', £,&"eR.

If 5,{,. -+ A*x R4 5 C then we define extended functions j’k,. < AXx RX - C such that, if £1 < &< <&
we let

e e s E) =S (E2= &1 E3=Eny ey Ex—Erl1)

and if &y,..., & are general then we let

Fr i€l s £ = Prn(Eolys s Eati)

where o € S, is the permutation such that &,) < -+ < &, ). Note that to a family % invariant under
translation and permutation of the time variables it associated a unique family S and viceversa.

We choose now A4 = C,?(R) and let

Frad & &) =Elai(Xe)--ar(Xz)]



when &)< --- < & and the extended via permuations as above. This is a symmetric function which is
invariant under translation of the time variables, so we can identify the functions S and have

Se.ai(tr. o tio1) = Blay(Xo)aa(X;)a3(Xs 1) - -k Xy v, )]
E[al(xt)aZ(XtH])a3(Xt+t1+t2 ak(Xt+t1+ +tk,1)]

By construction S0,S1 are true and depend only on the linearity of expectations. For S1 we observe that,
for example,

82 (an,a2)(0) = Ela1(Xo)ax(Xo) ] = E[(a1a2) (X0) ] = S1, (a1

and similarly for all the other conditions of S1. S2'is true, as easily seen from the definition thanks to
convergence in law to prove continuity observing that

Xepoo s Xz, X, X X

Sl

)_)(X§|"' X; Xe, Xe

law CYA LY Ea YA L

TRITREED. - Xg)

if & — &; since the covariance function is continuous in each variable and the characteristic functions con-
verge (by Lévy's theorem this implies convergence in law), and using

ISk, a1 te-D < llall- - -llaxdl,

for the boundedness.

Consider now:
Stsn-1.0(ap A 0(Ti-1), Tiz1)
=B’} (Xotytppmeomnt) 0 3 (X a1 (Xo) a1 (Xo) a2 (X)) -+ - (Xeyv )]
Consider also the transformation R of the process X defined as R (X), =X_,. Then

*

Sk+h—l,6(A,’,)Ak(é(Th,—l), Ti-1) =Ela 3 (R(X) 4. vap,) @’ T (R (X)0)a1(Xo)az(Xy) -+ ax (Xeys 41, ]

We denote F € Cg (]RR* C)if Fisa cylindric continuous function, i. e. if there exists k and &4,..., &€ R,
such that there ex1sts unique continuous F:R* = C such that F(X)= (Xf], cXg).

Theorem 4. (Sy)x satisfy Axiom S3 iff for any F %CYI(RR*, C) we have that

E[F(X)F(RX)]>0.

Proof. Only a sketch. The implication « is the most important for us. Consider

ko Jjn
X)= Z Z 0,01, (X0) a2, (X)) - n (Xt - 41,0) -
n=1 h=
Note now that
k JnysJny

Y A RS ena 1.0 Ay O it 1)) = EIF(X)F(R(X))] >0
ny,na=1 hy,hy=1



by hypothesis. The converse is also true because the functions of the form a;(x;)---a;(x;) are dense in
CY (R¥) and this last algebra is dense in Cf (R¥) wrt. the pointwise convergence with uniform bounds. O

Theorem 5. Let 0< < ---<npand 0< &<~ <& Then (X_y,,...,X_,,) is conditionally independent
of (X¢,,....z) given Xy.

Proof. This can be proven... (tomorrow) O



