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Solutions will be collected Tuesday December 12th during the lecture. At most in groups of 2.

Exercise 1. (Ergodic transformations) [5pts] Let (
; F ; P) be a probability space and � a
transformation of 
 which preserves P.

a) Consider the circle 
=T=R/Z with Lebesgue measure P. Prove that the doubling transfor-
mation �(x)=2xmod 1 is ergodic.

b) Given an example showing that the tensor product of two ergodic transformations is not nec-
essarily ergodic (in the product space, with the product measure).

c) Consider the two dimensional torus 
=T2=R2/Z2 with Lebesgue measure P and for �2R2

the transformation �:
!
 given by � (x)= (x1+�1mod1; x2+�2mod2). Find an arithmetic
condition on � which guarantees ergodicity of �.

d) Prove that the operator Uf = f � � on L2(P) is unitary and ergodicity is equivalent to the fact
that U has a unique eigenfunction with eigenvalue 1.

e) Prove that � is ergodic if and only if any measurable function f : 
!R with f(�(!)) > f(!)
almost everywhere is equal to a constant almost everywhere.

Exercise 2. (Poincaré recurrence) [5pts] Let (
;F ;P) be a probability space and � a transfor-
mation of 
 which preserves P and let B 2F .

a) Prove that there exists a measurable set F �E such that P(E)=P(F ) and for which ! 2F)
�n(!)2E in�nitely often.

(Hint: consider the set B = f! 2E: �n(!) 2 E for all n> 1 g. Show that the sets Bk= �¡k(B)
are disjoint and conclude that P(B) = 0. From this deduce that we have to come back to E at
least once. Repeat the argument for iterates of � and conclude.)

b) Show that P being a �nite measure is a necessary condition for the existence of such a set F .

Exercise 3. (Brownian motion on T) [5pts] A Brownian motion (Xt)t on the circle T=R/Z can
be obtained by considering a Brownian motion (Bt)t on R modulo the integers, i.e.

Xt=Bt¡bBtc 2 [0; 1)'R/Z:

Prove the following statements:

a) The process (Xt)t is a Markov process with transition density w.r.t. the uniform distribution
given by

pt(x; y)=
1

2� t
p e

¡ jx¡y¡nj
2

2t ; for any t > 0 and x; y 2 [0; 1):
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b) For any initial condition, (Xt)t solves the martingale problem for the operator Lf= f 00/2 de�ned
on C1(R/Z). (Observe that there is a one to one correspondence between smooth functions
on R/Z and periodic smooth funcitons on R)

c) The uniform distribution � is an invariant probability measure for (pt)t and the process with
initial distribution � is stationary and ergodic.

d) The generator L has smooth, real valued eigenfunctions (en)n2Z, with corresponding eigenvalues
�n=2�2n2. Moreover pten= exp (¡�n t)en for any t> 0.

e) For any f 2L2(�)

kptf ¡ �(f)kL2(�)6 e¡2�
2tVar�(f):

f) Conclude that, for the process with initial distribution �,

E

��
1
t

Z
0

t

f(Xs)ds¡ �(f)

�
2
�
6 1
�2t

Var�(f)

for any t> 0 and f 2L2(�).

Exercise 4. (Metropolis�Hastings method) [5pts] Let �(dx)=�(x)dx be a probability measure
on Rd with strictly positive density, and let q(x; dy)= q(x; y)dy be a probability kernel on Rd with
strictly positive density. The Metropolis-Hastings acceptance probability is given by

�(x; y)=min
�
1;
�(y)q(y; x)

�(x)q(x; y)

�
; x; y 2Rd:

Metropolis�Hastings algorithm

For n=0 choose a point X02Rd. For n> 0 sample Yn according to q(Xn¡1; �) and Un uniformly in
[0; 1] independently and let Xn=Yn if Un<�(Xn¡1; Yn) otherwise let Xn=Xn¡1.

Show that for any bounded measurable function f :Rd!R we have

1
n

X
k=0

n¡1

f(Xk)! �(f); almost surely:
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