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Stochastic Analysis � Problem Sheet 10.

Tutorial classes: Mon July 24th 16�18 in SemR 1.007. Claudio Bellani <claudio.bellani01@gmail.com>.
Solutions will be collected Tuesday July 18th during the lecture. At most in groups of 3.

Exercise 1. Prove (the upper bound of) Burkholder�Davis�Gundy inequality. LetM be a continuous
local martingale (with M0=0). For any p> 2 we have

E[sup
t6T

jMtjp]6CpE
�¡
[M ]T

p/2��
where Cp is a universal constant depending only on p.

a) Assume that the martingale M is bounded. Use Itô formula on t 7! ("+ jMtj2)p/2 to prove that

E[sup
t6T

jMtjp]6
Z
0

T

E[jMtjp¡2d[M ]t]:

(why we need "> 0?)

b) Use Hölder's and Doob's inequality to conclude.

c) Remove the assumption of boundedness.

Exercise 2. Let us continue with the setting of Exercise 1 and prove now a complementary lower
bound when p> 4, that is

E
�¡
[M ]T

p/2��6CpE[sup
t6T

jMtjp]:

where again Cp is a universal constant depending only on p (not the same as that of the upper bound).

a) Use the relation

[M ]T =MT
2 ¡ 2

Z
0

T

MsdMs

to estimate E
�¡
[M ]T

p/2�� and then use the BDG upper bound for the stochastic integral.

b) Prove that if we let NT =
R
0

T
MsdMs then for any "> 0 there exists �"> 0 such that

[N ]T
1/26�" sup

t6T
jMtj+ "[M ]T

c) Conclude by choosing " small enough.
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Exercise 3. Prove a substitution lemma for stochastic integrals. Let us be given a standard basis
(
;F ;F�;P) and let Y be an F0 measurable r.v. with values inRd and f :
�R+�Rd!R a stochastic
process such that for any x 2Rd the process s 7! fs(x) is predictable,

R
0

T jfs(x)j2d[M ]s<1 a.s. and
(s; x) 7! fs(x) is �-Holder continuous for some � > 0. Let M be a continuous local martingale. Then�Z

0

T

fs(x)dMs

�����
x=Y

=

Z
0

T

fs(Y )dMs:

a) Consider a partition � of [0; T ] and let f��(x) be piecewise linear approximations to f�(x).
Prove that for any compact K �Rd,

R
0

T supx2K jfs(x) ¡ fs
�(x)j2d[M ]s! 0 a.s. as the size of

the partition j�j! 0.

b) Deduce that there exists a sequence of partitions (�n)n>1 such that j�nj! 0 and that, letting
Jn(x) :=

R
0

T
fs
�n(x)dMs and J(x) :=

R
0

T
fs(x)dMs we have for any compact K

sup
x2K

jJn(x)¡J(x)j! 0 a.s.

c) Prove that the substitution formula is true for f� and conclude.

Exercise 4. (Bonus) Prove a Fubini theorem for stochastic integrals. Let (�;A) be a measure space
and (
;F ;F�;P) a �ltered probability space.

a) Let (Xn)n a sequence of functions Xn:
��!R which are F 
A measurable (product �-�eld)
and such that (Xn(�; �))n converges in probability for any �xed �2�. Prove that there exists
an F 
A measurable function X :
��!R for which Xn(�; �)!!!!!!!!!!!!

P
X(�; �) for any �2�. [Hint:

here the di�culty is the measurability of the limit X, consider the sequence nk(�) de�ned by
n0(�)= 1 and

nk+1(�)= inf
�
m>nk(�): sup

p;q>m
P[jXp(�; �)¡Xq(�; �)j> 2¡k]6 2¡k

�

and prove that limkXnk(�)(�; �) exists a.s. and conclude]

b) Let H:��R>0�
!R be a bounded function which is measurable w.r.t. A
P where P is the
predictable �-�eld on R>0�
. LetM be a continuous martingale on (
;F ;F�;P). Prove that
there exists a function J : ��
!R measurable for A
FT which is a version of the stochastic
process � 7!J(�) :=

R
0

T
H(�; s)dMs and for which it holds

Z
�
J(�)m(d�)=

Z
0

T
�Z

�
H(�; s; �)m(d�)

�
dMs; a:s:

for any bounded measure m on (�;A). Hint: prove that
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