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Last friday: stochastic process (X;),>0, (¥n)nso filtration (e.g. increasing family of o-algebras),
adpted and previsible processes, and lastly the concept of stopping time. All of this in discrete
time, i.e. when the time index n takes value in N or No=7Z".

Recallar.v. T: Q- Nj=Nou{+oco} is a stopping time (wrt. to a given filtration (%,),>0) iff for
all ne N§ we have {T <n} € ¥, where Foo =0 (F,:n>=0).

Remark. We have always that {T < +o0} = Q € ¥, moreover if {T <n} € ¥, for all ne N then

{T: +OO} = mn;O{TZH} S 0'((%,1)";0) (S goo

The o-algebra %7 of the stopping time 7 is defined as
Fr={Ac€F:An{T <n)e F, for all ne N§}.

(Exercise: prove that it is indeed a og-algebra)

Proposition. Let S, T two stopping times
a) If ST (ie. pointwise for all w € Q) then ¥5C Fr;
b) SAT:=min (S,T)and Sv T :=max (S,T) are again stopping times and
Fsar=FrnFs,  Frvs=o(FruFs);
¢) If (Xu)n>o0 is an adapted process and T < oo, then
XreFr

where X7(w) = X1(0) (@) is the r.v. representing the process X observed at the random
time T. (Note that we look at the process (X,;)n>0 as the function X: Ngx Q - R such
that X(n, w) =X, (w), it is easy to show that this function is measurable from Ngx Q to
R because Ny is countable, then X7(w) =X (T (w), w) is again a measurable function as
composition of measurable functions)

d) Arv. Zis Fr-measurable iff the process (Z,:=Z 1ir=p))neng is adapted. In this case we
have the relation Z =Zr.

Proof. Exercise. O
All these properties justify the notation %7 for the o-algebra generated by stopping time 7.

Example.

o If T(w)=nforall weQ,then T is a stopping time. In particular every deterministic time
n is a stopping time.



o If (E, %) is a measure space and A € € and (X,),,>0 is an adapted process with values in
(E, €) then the entrance time in A for (X,),>0 defined as

Ty=inf{n>0:X,€A}: Q> Nj
with inf (@) = + oo, is a stopping time. Indeed note that

{Ta<n}=Ur=o

.....

XreAyea(Fo,....,Fn) =%,

€F
for all n€ Ny. So Ty is indeed a stopping time.
o Let (X,),>0 an adapted real valued process then
T =inf{n>0:X,,.1>100}

it is not necessarily a stopping time since in general {7 =n} € %1 € %,. In general is just
arandom time, i.e. a random variable Q — N{.

Using stopping times one can prove an interesting “impossibility” theorem.

Theorem. (Wald's identity) Let (X,),>1 an i.i.d. sequence of integrable real valued r.v.s. Let T
be stopping time for the filtration (%,),>0 generated by the (X,)n>1 (i.e. Fp= FX=0X1,....X,)
with Fy={0,Q}). Let

S, =X1+--+X,

for nz1 with So=0. Then the process (S,) >0 is adapted to (F,),>0 and if E[T]<oo (i.e. Tis
an integrable stopping time) then the r.v. St is integrable and

E[Sr]=E[T]E[X]

in particular if E[X1]=0 then E[St]=0.

Remark. This theorem can be interpreted as follows: in a fair game (i.e. a game with average
gain E[X,] =0 at every round) with independent repeated trials any reasonable strategy (modeled
by a stopping time T") give zero average gain.

Remark. Note that if 7 =n then by linearity we have
E[S,]=E[X;+--- +X,]=nE[X;].

So Wald's identity says that this results also hold for general stopping times replacing n with E[T]
on the r.h.s.

Remark. Let us consider the stopping time
T=inf{n>0:5,> S0+ 100},
i.e. my strategy to stop is to quit the game when I gained 100 euros. On the set {7 < co} we have

St2S0+100



so if T < oo a.s. we could expect that E[S7] =2 E[So+ 100] > 100 even if E[X;] =0 (for example).
We have a problem here, since the theorem make us expect that E[S7]=0. In order not to have
a contradiction we are bound to conclude that E[T'] = + oo, i.e. the stopping time is not integrable.

Therefore we see from this example that the integrability hypothesis on 7T is essential.

Remark. The integrability hypothesis on T is essential from a technical point view since it guar-
antees that S7 is an integrable random variable as claimed. We will see it in the proof.

Proof. The first thing to check is integrability of S7:

ST(@)=Y Xp(@)lycriwy  T(@) =) licr(o)

nzl nxzl
then
E[STI<E| Y Xl ﬂnq] — Z E[1X,l Lu<r]
nx1 or nxzl
mon.conv.
Now note that {n < T} € %,,_| and that X,, is independent of %,,_; = 0 (X1,...,X,—1). Therefore |X,,|

is independent of 1,¢7 and we have

Z E |Xn| ﬂn<T Z E |Xn| ] ident.distr. |X1| Z ]E
n=1 n=1
[1X 1 X 1E[T] < 0.
— E(xi] [Z] M] — E(X// (7]

or
mon.conv.

This shows that St is integrable. A similar computation now using Fubini—Tonelli shows that

[Z Xl11n<T] Fub—Ton Z E X ﬂn<T Z IE ]

nx1 nx1 nx1

=E[X1])_ E[l,<r]=E[X,]E[T]

nzl1

where all the exchange of integrals and summations are justified via Fubini—Tonelli by the inte-
grability assumptions and the computation above with the absolute values. O

This theorem shows that sums (S,),>0 of i.i.d r.v. which are integrable and with mean zero satisfy
E[Sr]=S0

for all integrable stopping times 7.

A natural question then is to characterise the class ./ of stochastic processes (X;,),>0 which are
adapted, integrable (i.e. X, € LY(P) forall n> 0) and such that

E[X7]=E[Xo], (D

for all almost surely bounded stopping times 7. A stopping time is almost surely bounded if
T eL>(P),i.e. it exists a constant K < co such that P(|X|<K)=1.



If we interpret one of such stochastic processes as the total gain in a game, then it represents a fair
game where there are no winning (or losing) stopping strategies.

Eq. (1) give a “global” characterisation of these “fair games”. Then we can relate this to a “local”
point of view which characterise the behaviour of the process at every time. The local char. is
easier to check.

Remark. Note thatif T is a.s. bounded and (X},),>¢ is integrable then also X7 is integrable, indeed

XT = Z Xn I]-T:m
nx1
and therefore

X71< Y Xl L7

nx1

K
Z|X|ﬂrn Z|X|eL

where K is any number such that 7 < K a.s. and Z _1 1Xul is a finite sum of integrable r.v. and
therefore is integrable:
K K

EX7I<E) X< BX,l]<co.
n=1 n=1
Lemma. An adapted and integrable process (X,,) >0 satisfies (1) iff for all n >0 we have

]E[Xn+l|gn] =X,

We will do the proof on friday.




