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the origins



Itô's original paper

(Japanese version 1942, M.A.M.S. 1951)





H. Föllmer, “On Kiyosi Itô's Work and its Impact” (Gauss prize laudatio 2006)

In 1987 Kiyosi Itô received the Wolf Prize in Mathematics. The laudatio states
that “he has given us a full understanding of the infinitesimal development of
Markov sample paths. This may be viewed as Newton's law in the stochastic
realm, providing a direct translation between the governing partial differential
equation and the underlying probabilistic mechanism. Its main ingredient is the
differential and integral calculus of functions of Brownian motion. The resulting
theory is a cornerstone of modern probability, both pure and applied”.



yet.. .

But when Kiyosi Itô came to Princeton in 1954, at that time a stronghold of probability theory
with William Feller as the central figure, his new approach to diffusion theory did not attract
much attention. Feller was mainly interested in the general structure of one-dimensional
diffusions with local generator

F= d
dm

d
ds

motivated by his intuition that a “one-dimensional diffusion traveler makes a trip in accor-
dance with the road map indicated by the scale function s and with the speed indicated by
the measure m” [. . . ]



Ito's brillant idea

Ito arrived to his calculus while trying to understand Feller's theory of diffusions an evolution
in the space of probability measures and he introduced stochastic differential equations to
define a map (the Itô map) which send Wiener measure to the law of a diffusion.

⇒⇒⇒⇒⇒⇒⇒⇒⇒⇒⇒
Φ

Bt Xt

☞ useful byproduct: pathwise coupling between B and X



stochastic analysis today

[...] there now exists a reasonably well-defined amalgam of probabilistic and
analytic ideas and techniques that, at least among the cognoscenti, are easily
recognised as stochastic analysis. Nonetheless, the term continues to defy a pre-
cise definition, and an understanding of it is best acquired by way of examples.
[D. Stroock, “Elements of stochastic calculus and analysis ”, Springer, 2018]

Nowadays: Ito integral, Ito formula, stochastic differential equations, Girsanov's formula, Doob's transform,
stochastic flows, Tanaka formula, local times, Malliavin calculus, Skorokhod integral, white noise analysis,
martingale problems, rough path theory...



the quest for equations



Euclidean (quantum) fields

conceptually: stationary Markovian d dimensional fields /Gibbsian continuous stochastic fields
probability measures ν on 𝒮′(ℝd) . (Feynman–Kac) path integral formalism

ν(dφ)≈ e−S(φ)

Z 𝒟φ≈ e−∫ℝdV(φ(x))dx

Z′ μ(dφ), μ(dφ)≈ e−S0(φ)

Z 𝒟φ

S(φ)=�
ℝd
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𝒱(φ)

natural probabilistic objects

heuristic description . large scale & small scale problems . need for renormalisation

How to set up stochastic analysis for Euclidean fields?



Gaussian free field

⊳GFF ⋅ simplest example of EQFT ⋅ Gaussian measure μ on 𝒮′(ℝd) s.t.

�φ(x)φ(y)μ(dφ)=G(x−y)=�
ℝd

eik(x−y)

m2+ |k|2
dk

(2π)d
=(m2−Δ)−1(x−y), x, y∈ℝd

and zero mean ⋅ m>0 is the mass ⋅ G(0)=+∞ if d⩾2: not a function ⋅ distribution of regularity

α<(2−d)/2

⊳ can be used to construct a QFT but the theory is free: no interaction

-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
variation ⋅ fractional Laplacian covariance s∈(0,1)

�φ(x)φ(y)μ(dφ)=�
ℝ+

(a−Δ)−1(x−y)ρ(da)=(m2+(−Δ)s)−1(x−y)



the standard recipe for non-Gaussian Euclidean fields

➊ go on a periodic lattice: ℝd→ℝε,L
d =(εℤ/2πLℕ)d with spacing ε>0 and side 2πL

�F(φ)νε,L(dφ)= 1
Zε,L

�
ℝℝε,L

d
F(φ)e−

1
2ε

d∑
x∈ℤε,L

d |∇εφ(x)|2+m2φ(x)2+Vε(φ(x))
zzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzzz z}|{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{ {Sε(φ)

dφ

ε is an UV regularisation and L the IR regularisation

➋ choose Vε appropriately so that νε,L→ν to some limit as ε→0 and L→∞. E.g. take Vε
polynomial bounded below. d=2,3.

Vε(ξ)=λ(ξ4− aεξ2)

The limit measure will depend on λ>0 and on (aε)ε which has to be s.t. aε→+∞ as ε→0. It
is called the Φd

4 measure.

➌ study the possible limit points [the Φd
4 measure] ⋅ ask interesting questions: uniqueness?

non-uniqueness? decay of correlations? intrinsic description?



some models

⊳ d=1 ⋅ time-reversal symmetric, translation invariant, Markov diffusions. the generator is
given by an implicit expression involving the ground state Ψ of the Hamiltonian H

ℒ=∇ logΨ⋅∇+ 12Δ H=−Δ+x2+V(x).

⊳ d=2 ⋅ various choices (aε→+∞)

Vε(ξ)=λξ2l+�
k=0

2l−1

ak,εξk, Vε(ξ)= aεcos(βξ)

Vε(ξ)= aεcosh(βξ), Vε(ξ)= aεexp(βξ)

⊳ d=3 ⋅ “only” 4th order (6th order is critical)

⊳ d=4 ⋅ all the possible limits are Gaussian (see Aizenmann–Duminil Copin)



stochastic equations for the free Gaussian free field

Gaussian free field μ : 𝔼[φ(x)φ(y)]=(m2−Δ)−1(x−y) . ξ white noise

❶ “Gaussian map”:

φ(x)=(m2−Δ)−1/2ξ(x), (m2−Δ)φ(x)=(m2−Δ)1/2ξ(x), x∈ℝd

❷ Stochastic mechanics (Nelson):

∂x0φ(x0, x̄)=−(m2−Δx̄)1/2φ(x0, x̄)+ξ(x0, x̄), x0∈ℝ, x̄∈ℝd−1

❸ Parabolic stochastic quantization (Parisi–Wu):

φ(x)∼ϕ(t,x) ∂tϕ(t,x)=−(m2−Δx)ϕ(t,x)+ cξ(t, x), t∈ℝ, x∈ℝd

❹ Elliptic stochastic quantization (Parisi–Sourlas):

φ(x)∼ϕ(z, x) (−Δz)ϕ(z,x)=−(m2−Δx)ϕ(z,x)+ cξ(z, x), z∈ℝ2,x∈ℝd



stochastic equations for non-Gaussian EQFTs (V≠0)

❶ Shifted Gaussian map (Albeverio/Yoshida) [does not have the right properties!]

(m2−Δ)φ(x)+V ′(φ(x))=(m2−Δ)1/2ξ(x), x∈ℝd

❷ Stochastic mechanics (Nelson): ground-state transformation [implicit!]

∂x0φ(x0, x̄)= [∇φ(x0,x̄) log Ψ(φ)]+ξ(x0, x̄), x0∈ℝ, x̄∈ℝd−1

❸ Parabolic stochastic quantization (Parisi–Wu): Langevin diffusion

φ(x)∼ϕ(t, x) ∂tϕ(t, x)=−(m2−Δx)ϕ(t, x)−V ′(ϕ(t, x))+ cξ(t,x), t∈ℝ,x∈ℝd

❹ Elliptic stochastic quantization (Parisi–Sourlas):

φ(x)∼ϕ(z,x) (−Δz)ϕ(z, x)=−(m2−Δx)ϕ(z, x)−V ′(ϕ(z, x))+ cξ(z, x), z∈ℝ2, x∈ℝd



an (pre)history of (Langevin) stochastic quantisation (personal & partial)

� 1981 ⋅ Parisi/Wu – stochastic quantisation for gauge theories (SQ)
� 1985 ⋅ Jona-Lasinio/Mitter ⋅ “On the stochastic quantization of field theory” (rigorous SQ for Φ2

4 on
bounded domain)

� 1988 ⋅ Damgaard/Hüffel ⋅ review book on SQ (theoretical physics)
� 1990 ⋅ Funaki ⋅ Control of correlations via SQ (smooth reversible dynamics)
� 1990–1994 ⋅ Kirillov ⋅ “Infinite-dimensional analysis and quantum theory as semimartingale calculus”, “On

the reconstruction of measures from their logarithmic derivatives”, “Two mathematical problems of canon-
ical quantization.”

� 1993 ⋅ Ignatyuk/Malyshev/Sidoravicius ⋅ “Convergence of the StochasticQuantization Method I,II” [Grass-
mann variables + cluster expansion]

� 2000 ⋅ Albeverio/Kondratiev/Röckner/Tsikalenko ⋅ “A Priori Estimates for Symmetrizing Measures . . . ”
[Gibbs measures via IbP formulas]

� 2003 ⋅ Da Prato/Debussche ⋅ “Strong solutions to the stochastic quantization equations”
� 2014 ⋅ Hairer – Regularity structures, local dynamics of Φ3

4

� 2017 ⋅ Mourrat/Weber ⋅ global solutions for Φ2
4, coming down from infinity for Φ3

4

� 2018 ⋅ Albeverio/Kusuoka ⋅ “The invariant measure and the flow associated to Φ3
4 . . .”

� 2021 ⋅ Hofmanova/G. – Global space-time solutions for Φ3
4 and verification of axioms (CMP)

� 2022 . Hairer/Steele – “optimal” tail estimates (JSP)
� 2020–2021 ⋅ Chandra/Chevyrev/Hairer/Shen ⋅ SQ for Yang–Mills 2d/3d (local theory) (arXiv)



the FBSDE approach



scale decomposition

goal: study the measure

νε,LV (dφ)≔ e−V(φ)με,L(dφ)
∫e−V(φ)με,L(dφ)

V(φ)=εd �
x∈ℝε,L

d

v(φ(x))

where με,L is the GFF on ℝε,L
d of covariance (m2−Δε)−1 and v:ℝ→ℝ any nice bounded func-

tion.
Gaussian martingale : (Xt)t∈[0,∞] such that X∞∼με,L and

d⟨X⟩t= Ġtdt 𝔼[Xt(x)Xs(y)]=Gt∧s(x−y)

where Ġt=∂tGt, G∞=(m2−Δε)−1 and G0=0. For example we can take

Gt=�0
t
Ġsds, Ġs

1/2= 1
s2
e−(m

2−Δε)/s, t, s⩾0,

but other choices are also possible, depending on the context. With a cyl. BM (Wt)t⩾0 we
have

Xt=�0
t
Ġs
1/2dWs. 𝔼[Wt(x)Ws(y)]=(t∧ s)εdδx,y



flow equation

For nice functions f , we can write

� f (φ)νε,L(dφ)=
𝔼[ f (X∞) e−V(X∞)]

𝔼[e−V(X∞)]
=𝔼ℚ[ f (X∞)]

where we defined
dℚ
dℙ =

e−V(X∞)

𝔼[e−V(X∞)]
.

If we let

𝒱t(φ)≔−log 𝔼e−V(φ+X∞−Xt)

then it is easy to prove that 𝔼[e−V(X∞)|ℱt]= e−𝒱t(Xt) and that 𝒱t is C2 and satisfies the PDE (an
Hamilton–Jacobi–Bellmann equation)

∂t𝒱t(φ)=
1
2ĠtD2𝒱t(φ)−

1
2ĠtD𝒱tD𝒱t , ĠtD𝒱tD𝒱t=�

x,y
Ġt(x−y)Dφx𝒱t (φ)Dφy𝒱t(φ) (1)



FBSDE

Moreover by Itô's formula

d[ ft(Xt)e−𝒱t(Xt)]=�∂tft(Xt)−D ft(Xt)ĠtD𝒱t(Xt)+
1
2ĠtD2f (Xt)�e−𝒱t(Xt)dt+d[martingaleℙ]

so under the measure ℚ the process (Xt)t⩾0 is a weak solution to the SDE

dXt(x)=− �
y∈ℝε,L

d

Ġt(x−y)Dφ(y)𝒱t(Xt)+dX̂t(x), x∈ℝε,L
d

where (X̂t)t⩾0 is a Brownian martingale with QV d⟨X̂⟩t= Ġtdt. Taking ft=D𝒱t we deduce also
that D𝒱t(Xt) is a martingale and therefore that

D𝒱t(Xt)=𝔼ℚ,t[D𝒱∞(X∞)]=𝔼ℚ,t[DV(X∞)], Dφ(x)V(X∞)=εdv′(X∞(x))

where 𝔼ℚ,t=𝔼ℚ[⋅∣ℱt] and ℱt=σ(Xs: s∈[0, t])



Under the condition that the time-dependent SDE

dΦt=−ĠtD𝒱t(Φt)dt+dXt, (2)

has a unique solution, the above argument give the following representation for the measure
νε,LV :

� f (φ)νε,L(dφ)=𝔼ℚf (X∞)=𝔼[ f (Φ∞)]

which establish (2) as a stochastic quantisation formula.
This Markov process generated by (2) is called the Polchinski process (see Bodineau–Bauer-
schmidt–Dagailler).
Alternatively, the process (Φt)t is described by the stochastic equation

dΦt=−Ġt𝔼t[DV(Φ∞)]+dXt (3)

as the conditional expectation 𝔼t=𝔼[∗ |ℱt] is computed explicitly by the function D𝒱t as
D𝒱t(Φt)=𝔼t[DV(Φ∞)].
Note that this equation is not a standard SDE as it depends on its “terminal” value Φ∞. The
computation of the conditional expectation is performed by a backwards differential equa-
tion, and in this sense the equation can be interpreted as a forward-backward SDE (FBSDE).



variational structure

Let

ut∗≔−Ġt
1/2𝔼t[DV(Φ∞)]

(we assumes Ġt has a positive and symmetric square root Ġs
1/2) and observe that

Φt=Xt+ It(u∗), It(u∗)≔�0
t
Ġs
1/2us∗ds.

Now let v be any L2 adapted process and consider the scalar product

𝔼�
0

∞
⟨vs,us∗⟩ds=−𝔼�0

∞
�vs, Ġs

1/2𝔼s[DV(Φ∞)]�ds

=−𝔼�
0

∞
�Ġs

1/2vs,𝔼s[DV(Φ∞)]�ds=−𝔼�0
∞
�Ġs

1/2vs,DV(Φ∞)�ds=−𝔼⟨I∞(v),DV(Φ∞)⟩

where we used the symmetry of Ġs
1/2. This computation implies that u∗ is a critical point of

the functional

𝒥V(u)≔𝔼�V(Ψ∞u )+
1
2�0

∞
⟨us,us⟩ds�, Ψt

u≔Xt+ It(u)



using the function (𝒱t)t defined before, we have by Ito's formula

V(Ψ∞u )=𝒱0(0)+�0
∞
D𝒱t(Ψt

u)dXt+�0
∞
�∂t𝒱t(Ψt

u)+ 12ĠtD2𝒱t(Ψt
u)+�ut, Ġt

1/2D𝒱t(Ψt
u)��dt

so taking expectations and using that 𝒱 solves an HJB equation (1)

𝔼V(Ψ∞u )=𝒱0(0)+𝔼�0
∞
��ut+

1
2Ġt

1/2D𝒱t(Ψt
u)�, Ġt

1/2D𝒱t(Ψt
u)�dt

therefore

𝒥V(u)=𝒱0(0)+𝔼��0
∞
�ut+

1
2Ġt

1/2D𝒱t(Ψt
u)�Ġt

1/2D𝒱t(Ψt
u)dt+ 12�0

∞
⟨ut,ut⟩dt�

=𝒱0(0)+
1
2𝔼 ��0

∞
�ut+ Ġt

1/2D𝒱t(Ψt
u)�2dt�

and the equation

ut=−Ġt
1/2D𝒱t(Ψt

u) (4)

characterize an optimal feedback control for the minimization of the functional 𝒥.



For any control u∈ℍa (where ℍa is a space of L2 in ω, t, x and predictable processes) satis-
fying (4) we have that

Ψt
u=Xt−�0

t
Ġs
1/2D𝒱s(Ψs

u)ds,

so by the Lipshitzianity of D𝒱s for all s∈ [0,∞] we can infer that this equation has a unique
solution and that u is (a.s.) unique.

Note that at the minimum 𝒥V(u)=𝒱0(0) so by the martingale property of e−𝒱t(Xt) we also
have

e−𝒥V(u)= e−𝒱0(0)=𝔼[e−𝒱t(Xt)]=𝔼[e−V(X∞)],

that is

−log𝔼[e−V(X∞)]= inf
u∈ℍa

𝒥V(u) (5)



we collect these findings in the following theorem

Theorem 1. Let V be a bounded and C2 potential, then the FBSDE (3) has a unique strong
solution (Ψt)t∈[0,∞]. This solution satisfies

Law(Ψ∞)=νε,LV

and the process

ut∗=−Ġt
1/2𝔼t[DV(Ψ∞u

∗
)], t⩾0, Ψt

u=Xt+�0
t
Ġs
1/2usds

Ψt
u∗=Xt−�0

t
Ġs𝔼t[DV(Ψ∞u

∗
)]ds

is the unique optimiser of the stochastic control problem

inf
u∈ℍa

𝒥V(u)=𝒥V(u∗).

From (5) we have the following formula for the Laplace transform of νε,LV :

𝒲( f )≔−log� e− f (φ)νε,LV (dφ)= inf
u∈ℍa

𝒥 f+V(u)− inf
u∈ℍa

𝒥V(u).



the Sine–Gordon model



change of setting

For pedagogical reasons we focus on measures νT,ρ on 𝒮′(ℝd) defined by choosing 0<T<∞
and ρ:ℝd→ℝ+ of bounded support and letting

� f (φ)νT,ρ(dφ)=
𝔼[ f (XT)e−V

ρ(XT)]
𝔼[e−V

ρ(XT)]
, Vρ(φ)=�

ℝd
ρ(x)v(φ(x))dx

where (Xt)t⩾0 is a Brownian martingale closed by a Gaussian free field X∞ of mass m on ℝd.

The infrared cutoff ρ plays the role of L while the finite regularization time T<∞ that of ε−1.

Unfortunately this measures are not reflection positive nor Euclidean invariant, but they provide
a convenient setting to study the problem of the removal of the cutoffs and the associated
renomalization.

The infinite volume limit will be taken by taking ρ=ρL where ρL:ℝd→[0,1] such that ρL=1 in
a ball of radius L centered at the origin and then letting this L→∞.



Sine-Gordon

We let d=2 and take

v(φ(x))=λ cos(βφ(x))

for some fixed β such that β2∈ (0,8π) and constant λ=λT→+∞ to be adjusted as T→∞ to
obtain a nontrivial limit. This prescription defines a cutoff version of the Sine-Gordon model.

We have therefore to deal with the FBSDE

dΦt(x)=−� Ġt(x−y)𝔼t[Dφ(y)V(ΦT)]dy+dXt(x), t∈[0,T].

What happens after time T is not very important for us as the measure νT,ρ is given by the law
of ΦT.
As T→∞ the force F≔DV given by

F(ΦT)(x)=Dφ(x)V(ΦT)=ρ(x)λβ sin(βΦT(x))

become very singular.



preliminary computation

We substitute XT for ΦT as a first approximation (e.g. in a perturbative iteration). In average
this would give

𝔼t[DV(XT)]=ρ(x)λβ𝔼t[sin(βXT(x))]=ρ(x)λβ 𝔼̂[sin(βXt(x)+β(X̂T− X̂t)(x))]

=ρ(x)λβsin(βXt(x))𝔼̂[cos(β(X̂T− X̂t)(x))]=ρ(x)λβ sin(βXt(x))exp((((((((−β
2

2 (GT(0)−Gt(0))))))))))
and with

Gt(x)=�0
t 1
4πse

−m2/s− s
4 |x|

2
ds

we have

GT(0)≈�0
T 1
4πse

−m2/sds≈ 1
4πlog(T)→∞

so we see that 𝔼t[DV(XT)]→0 and we can heuristically conclude that in this limit we converge
to a GFF unless we “tune up” the interaction along the way, that is we counterbalance the
factor exp�−β

2

2 GT(0)� by choosing λ=λT=λ̂ exp�
β2

2 GT(0)�≈λ̂Tβ
2/8π.



the running coupling

With the choice

λ=λT=λ̂ exp((((((((β
2

2 GT(0))))))))).
we will have, at least in this approximation, a well defined limit

lim
T→∞

𝔼t[DV(XT)]=ρ(x)λ̂exp((((((((β
2

2 Gt(0)))))))))β sin(βXt(x))=ρ(x)λtβ sin(βXt(x))

in which, the “renormalization” we put in place allowed us to replace the diverging “bare
coupling” λT with a scale dependent running coupling λt=λ̂ exp�

β2

2 Gt(0)�.

While this computation hints to a possible approach to a non-trivial limit, we still need to
confirm it rigorously for the full FBSDE. We should however keep with us the idea of the
running coupling and the possible non-existence of the limiting potential V in the ultraviolet
limit.



preparing the FBSDE to the UV limit (T→∞)

For any smooth functional (Ft)t∈[0,T] e.g.Ft(Φt)=λtβsin(βΦt) for which FT=F=−DV we have,
by Itô formula:

𝔼t[FT(ΦT)]=Ft(Φt)+�t
T
𝔼t�∂sFs(Φs)+DFs(Φs)Ġs𝔼s[FT(ΦT)]+

1
2ĠsD2Fs(Φs)�ds

so if we introduce the new variable Rt≔𝔼t[FT(ΦT)]−Ft(Φt) we cast the FBSDE into a system
of two equations for the unknown (Φ,R):

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{Φt=Xt+∫0

t ĠsFs(Φs)ds+∫0
t ĠsRsds,

Rt=∫t
T𝔼t[Hs(Φs)]ds+∫t

T𝔼t[DFs(Φs)ĠsRsds]ds
(6)

where

Hs(Φs)≔∂sFs(Φs)+DFs(Φs)ĠsFs(Φs)ds+
1
2ĠsD2Fs(Φs).

In this system the UV cutoff T appears only as bound of integration, so we can imagine that,
provided we obtain sufficient integrability for Hs(Φs) as s→∞ and a nice behaviour of the
function (Ft)t for finite t, this systems could be under control.
We are led to find approximate solutions to the flow equation Hs=0.



solving the flow equation

We need any (approximate) solution with prescribed final condition

FT(φ)(x)=−DV(φ)(x)=ρ(x)βλT sin(βφ(x))=
ρ(x)βλT

2i (eiβφ(x)− e−iβφ(x))

Note that Deiβφ(x)= eiβφ(x)(iβδ(x)), so we can look for solutions (or approximate solution), in
the space of polynomials in e±iβφ(x). To ease the notation we let ξ=(σ,x) and ψ(ξ)=ψσ(x)≔
eσiβφ(x), moreover if we have multiindices ξ1:n= (ξ1, . . . , ξn), then ψ(ξ1:n)=∏i=1

n ψ(ξi). With
these notation we can introduce the functionals �Ft

[ℓ ]�ℓ=1, . . .

Ft
[ℓ ](φ)(x1)= �

σi∈{−1,1}ℓ
σ1�(ℝ2)ℓ −1

dx2:ℓ ft
[ℓ ](ξ1:ℓ)eiβσ1φ(x1) . . . eiβσℓφ(xℓ )

= �
σ1∈{−1,1}

σ1�dξ2:ℓ ft
[ℓ ](ξ1:ℓ)ψ(ξ1:ℓ)

where the kernels ft
[ℓ ](ξ1:ℓ) can be chosen to be symmetric wrt. ξs.



We define them via the equation

∂sFs
[ℓ ]+ 12 �

ℓ1+ℓ2=ℓ
D�Fs

[ℓ1]ĠsFs
[ℓ2]�+ 12ĠsD2Fs

[ℓ ]=0 (7)

This is an almost triangular system which can be solved explicity via a variation of constants:

Ft
[ℓ ]=exp�12(GT−Gt)D2�FTℓ −

1
2�t

T
exp�12(Gs−Gt)D2� �

ℓ1+ℓ2=ℓ
D�Fs

[ℓ1]ĠsFs
[ℓ2]�ds.

A simple computation shows that the “Laplacian” acts on the kernel as

ĠtD2Ft
[ℓ ](φ)(x1)= �

σ1∈{−1,1}
σ1�dξ2:ℓ [[[[[[[[−β2 �

k,l=1, . . . ℓ
σkσlĠt(xk−xl)]]]]]]]] ft[ℓ ](ξ1:ℓ)ψ(ξ1:ℓ)

which together with the mild formulation and introducing the function

Wt,s(ξ1:ℓ)≔−
β2
2 �

i, j
σiσj(Gs−Gt)(xi−xj), t⩽ s. (8)

gives us equation for the kernels:



equations for the kernels

These equations reads

ft
[1](ξ1)=eWt,T(ξ1)λT

β
2 i =exp((((((((−β

2

2 (GT(0)−Gt(0))))))))))λT β2 i =λt β2 i
and for ℓ >1

ft
[ℓ ](ξ1:ℓ)=−β2 �

I1+I2=[ℓ ]
C(|I1|, |I2|)�t

T
eWt,s(ξ1:ℓ ) fs(ξI1)[[[[[[[[[[�i∈I1

�
j∈I2

σiσj Ġs(xi−xj)]]]]]]]]]] fs (ξI2)ds. (9)

modulo positive combinatorial coefficients which we gather in C(|I1|, |I2|).

Note that here we are using the running coupling

λt=λ̂exp((((((((β
2

2 Gt(0))))))))) (10)



At this point we can form the sum

F [⩽ℓ ∗]=�
ℓ=1

ℓ ∗

F[ℓ ]

and observe that it satisfies

∂sF [⩽ℓ ∗]+ 12D[F
[⩽ℓ ∗]ĠsF [⩽ℓ ∗]]+ 12ĠsD2F[⩽ℓ ∗]= 12 �

ℓ1+ℓ2>ℓ ∗
ℓ1,ℓ2⩽ℓ ∗

D�Fs
[ℓ1]ĠsFs

[ℓ2]�

which will contribute as a source to the remainder term in the FBSDE.

What kind of estimates we could hope for in terms of these functionals? Since F [1] is explicit,
this is easy:

�DFt
[1](φ)�L∞+�Ft

[1](φ)�L∞≲λt≲ ⟨t⟩1−δ

where we let δ≔1− β2

8π >0.



The structure of the equation (7) and the fact that we have the bound

‖Ġs‖L1≲ ⟨s⟩−2

for the smoothing operator, suggests that

�DFt
[ℓ ](φ)�L∞+�Ft

[ℓ ](φ)�L∞≲λt
ℓ ⟨t⟩−(ℓ−1)≲ ⟨t⟩1−ℓ δ

could propagate inductively provided δℓ >1, indeed in this case, for the non-linear term

�
ℓ1+ℓ2=ℓ

�
t

T
�D�Fs

[ℓ1]ĠsFs
[ℓ2]��L∞ds≲ �

ℓ1+ℓ2=ℓ
�
t

T
λsℓ1+ℓ2⟨s⟩−(ℓ1+ℓ2)ds≲�t

T
⟨s⟩−δℓds≲⟨s⟩1−δℓ ≈λsℓ ⟨s⟩−(ℓ−1),

When 2δ>1we can propagate all the regularities, when 4δ>1 (β2<6π) we can propagate only
ℓ ⩾4. So we need a different strategy for f [2] and f [3] . . .



estimates for the kernels

The relevant, translation invariant norm is:

⫴ f ⫴≔sup
ξ1
�dξ2:ℓ | f (ξ1:ℓ)|,

and the function W, using the positivity of Ġs can be estimated by

Wt,s(ξ1:ℓ)=−
β2
2 �

i, j
σiσj(Gs−Gt)(xi−xj)⩽0, for t⩽ s

so the exponential eWt,s(ξ1:ℓ )⩽1 will not pose problems to us.

We call q(ξ1:ℓ)≔∑k=1
ℓ σk the charge of the configuration. The bound above is sharp for

neutral (q=0) configurations however if q≠0:

Lemma 2. Suppose that ξ1:ℓ is charged. Then there is a constant C>0 such that for all s⩾ t,

Wt,s(ξ1, . . . , ξℓ)⩽
β2
8π(Gt(0)−Gs(0))+C, (11)

and in particular

eWt,s(ξ1:ℓ )≲λtλs
−1.



The point is that charged configuration have a better UV behaviour from the linear part of the
equation which helps us with integrability, as can be easily shown. Recall the definition (9),
that the kernel f [2] is given by

ft
[2](ξ1, ξ2)=C�

t

T
dseWt,s(ξ1,ξ2) fs

[1](ξ1)σ1σ2 Ġs(x1−x2) fs
[1](ξ2).

If the pair is charged then we estimate as follows (with ℓ =2)

� ft
[2](charged)�≲sup

ξ1
λt�t

T
dsλs

−1⫴ fs
[1]⫴2‖Ġs‖L1≲λt�t

T
dsλs⟨s⟩−2≲λtℓ ⟨t⟩−(ℓ−1).

It remains to deal with neutral contributions. The first thing to note is that in this case

Wt,s(ξ1, ξ2)+β2Gs(0)=β2Gt(0)−β2Gt(x1−x2)+β2Gs(x1−x2)⩽β2Gs(x1−x2)

( . . . )



we can absorbe the divergence of λs2 coming from the two factors f [1] as

⫴ktft
[2](0)⫴ = Csup

ξ1
�� dξ2kt(ξ1, ξ2)�t

T
dseWt,s(ξ1,ξ2) fs

[1](ξ1) fs
[1](ξ2) Ġs(x1−x2)�

≲ sup
x1
��

t

T
ds�

ℝ2
dx2 Ġs(x1−x2)|x1−x2|2α tαect|x1−x2 |2eWt,s(ξ1,ξ2)+β2Gs(0)�

≲ eβ
2Gt(0) tα�

t

T
ds�

ℝ2
dx|x|2αect|x |2 Ġs(x)eβ

2Gs(x).

where we introduced in the norm the weight

kt(ξ1, ξ2)≔{{{{{{{{{{{{{{{{{{{{ tα|δ12x|2αect|δ12x|
2, q(ξ1, ξ2)=0

1, otherwise.

which allows us to propagate the bound for α>(1−2δ)∨0 since in this case a direct compu-
tation shows that

�
ℝ2
dx|x|2αect|x |2 Ġs(x)eβ

2Gs(x)≲ ⟨s⟩−2−α

so we get

⫴ktft
[2](0)⫴≲λt

2 tα�
t

T
ds⟨s⟩−2−α≲λt

2⟨t⟩−1=λtℓ ⟨t⟩−(ℓ−1).



We skip the simpler analysis of f [3] which will lead to the fact that for α=1/2 and δ>1/4
(β2<6π), it holds that

⫴ ft
[3]⫴≲λt3⟨t⟩−2=λtℓ ⟨t⟩−(ℓ−1)

so also this kernel is under control. Recall that α is the exponent in the weight for f [2].

Proposition 3. For any φ∈S′(ℝ2), the following estimates apply uniformly in φ∈S′(ℝ2),ρ⩽
1 and T<∞

�Ġt
1/2Ft

[ℓ ](φ)�L∞ ≲ λt⟨t⟩−1,
�DFt

[ℓ ](φ) Ġt
1/2�L∞ ≲ λt⟨t⟩−1,

‖Ht(φ)‖L∞ ≲ (λt⟨t⟩−1)4,
(12)

and

�Ġt
1/2Ft

[ℓ ] (φ)− Ġt
1/2Ft

[ℓ ](φ̃)�L∞ ≲ λt⟨t⟩−1‖φ−φ̃‖L∞,
�DFt

[ℓ ](φ) Ġt
1/2−DFt

[ℓ ](φ̃ ) Ġt
1/2�L∞ ≲ λt⟨t⟩−1‖φ−φ̃‖L∞,

‖Ht(φ)−Ht(φ̃)‖L∞ ≲ (λt⟨t⟩−1)4‖φ−φ̃‖L∞.
(13)



The Lipshitz bounds holds also in weighted norms.
For the dependence on ρ we need to observe the following proposition, introducing explicitly
this dependence with the notation Fρ,Hρ.

Proposition 4. For φ∈S′(ℝ2) and ρ1, ρ2⩽1,it holds that

‖Qt(Ft
ρ1−Ft

ρ2)(φ)‖L2,−n ≲ λt⟨t⟩−1‖ρ1−ρ2‖L2,−n,
‖(DFt

ρ1−DFt
ρ2)(φ)Qt‖L2,−n ≲ λt⟨t⟩−1, ‖ρ1−ρ2‖L2,−n,

‖(Ht
ρ1−Ht

ρ2)(φ)‖L2,−n ≲ (λt⟨t⟩−1)4‖ρ1−ρ2‖L2,−n.
(14)

where

‖ f ‖L2,−n
2 =�

ℝd
|⟨x⟩−nf (x)|2dx

is a weighted norm which focuses on what happens locally around the origin and for which
when n is large enough (n>2) one has ‖ρL−ρL′‖L2,−n→0 when L>L′→∞.



estimates of thr FBSDE

With these informations we go back to the analysis of the FBSDE (6) which is now straighfor-
ward. In L∞ we can indeed estimate, with Proposition 3, and recalling that

‖Ġs‖L1≲ ⟨s⟩−2,

�Ġs
1/2�L1≲ ⟨s⟩−1, and letting

Φt=Xt+Zt

we have

‖Zt‖L∞⩽�0
t
�Ġs

1/2�L1�Ġs
1/2Fs(Φs)�L∞ds+�0

t
‖Ġs‖L1‖Rs‖L∞ds

⩽C�
0

t
λs⟨s⟩−2ds+�0

t
⟨s⟩−2‖Rs‖L∞ds

‖Rt‖L∞⩽�t
T
‖Hs(Φs)‖L∞ds+�t

T
�DFs(Φs)Ġs

1/2�L∞�Ġs
1/2�L1‖Rt‖L∞ds

≲�
t

T
(λs⟨s⟩−1)4ds+�t

T
λs⟨s⟩−2‖Rt‖L∞ds



The inequality for ‖Rt‖L∞ gives via a (reverse) Grownwall (and δ>1/4)

‖Rt‖L∞≲exp��t
∞
λs⟨s⟩−2ds��t

∞
(λs⟨s⟩−1)4ds≲�t

∞
(λs⟨s⟩−1)4ds≲ ⟨t⟩1−4δ

‖Zt‖L∞≲C�
0

∞
λs⟨s⟩−2ds+�0

∞
⟨s⟩−2‖Rs‖L∞ds≲C.

We have been careful not to estimate Φt in L∞ because it wouldn't work.

Stationary Gaussian fields like Xt grow at infinitity, at least with some power of log.

The interacting multiscale field (Φt)t∈[0,T] is an a.s. bounded perturbation (Zt)t∈[0,T] of the
multiscale GFF (Xt)t∈[0,T], a very powerful control which is available essentially on in this
model and in some other Grassmann theory (maybe later).



We have a tight control of the interacting field �Φt
ρ,T�t where we introduced explicitly the

dependence on the UV cutoff T coming from the initial condition of the flow equation for the
effective force �Ft

ρ,T�t and on the IR cutoff ρwhich appears in the kernels of the effective force.

To prove �Φt
ρ,T�t has a limit when T→∞ and ρ→∞ we compare two solutionsΦρ1,T1 andΦρ2,T2

via the equations they satisfy (together with the associated remainders) and the use of the
information gathered on the stability of the flow equation in Prop. 3 and Prop. 4.

The estimates we performed in L∞ could have been done also in weighted space Lp,−n with
pn>d and p⩾1. In particular the removal of the IR cutoff (below) requires to use weighted
spaces as it can hold only in a local topology.

For small λ̂ we can then prove that, for any n>0,

lim
ρ→1
T→∞

sup
t
��Zt

ρ,T−Zt�L∞,−n+�Rt
ρ,T−Rt�L∞,−n�=0

where (Z,R) is the unique solution of the FBSDE with the effective force F1,∞ obtained as
the limit of Fρ,T as T→∞ and ρ→1.



Since

Law�ZT
ρ,T+XT�=νρ,T

this implies the weak convergence of (νρ,T)ρ,T to a limiting measure

νSG=Law(Z∞+X∞)

in the space of probability measures on H−ε,−n (for example, with ε>0 and n>d) since it is in
this space that XT→X∞.

The choice of H−ε,−n is a bit arbitrary, dictated by the properties of the GFF more than by the
convergence of ZT

ρ,T→Z∞ which holds almost surely in the stronger space L∞,−n, as stated
above.

The measure νSG is the sine-Gordon EQF.



coupling

Note that Z∞∈ L∞, so this measure has at least the (negative) regularity of the GFF. It is
interesting to obtain a more precise regularity for Z∞, from the FBSDE we have for α>0 and
n>d, and provided α<2δ

‖Z∞‖Hα,−n ⩽ ��
0

∞
ds Ġs(Fs(Xs)+Rs)�Hα,−n

2

⩽ �
0

∞
ds ⟨s⟩−1+α�Gs

1/2(Fs(Xs)+Rs)�L2,−n
2

≲ �
0

∞
ds ⟨s⟩−1+α�Gs

1/2(Fs(Xs)+Rs)�L∞2 ,

≲ �
0

∞
ds ⟨s⟩−1+α(⟨s⟩−2δ+ ⟨s⟩−1)<∞.

Therefore Z∞∈Hα,−n. (And a similar estimate would also show that Z∞∈B∞,∞α ).

As a byproduct of this construction we always obtain a coupling π=Law(X∞,X∞+Z∞) of the
GFF μ with the EQF νSG, i.e. a measure on a product space for which the two marginals are
the two given measures.



integrability

The existence of the coupling implies for example that there exists a small γ>0 for which

�
S′(ℝ2)

eγ‖φ‖H−ε,−n
2

νSG(dφ)≲𝔼[exp(2γ‖X∞‖H−ε,−n2 +2γ‖Z∞‖L∞2 )]<∞

where the integrability of X∞ follows from Fernique's theorem (or from Boué–Dupuis for-
mula).

This integrability condition is well enough to satisfy the regularity axiom needed for OS recon-
struction.



non-perturbative results

We note also that, if λ̂ is not small, the FBSDE estimates still give good bounds on �ZT
ρ,T�ρ,T

allowing to prove the tightness of the family (νρ,T)ρ,T in H−ε,−n, so some EQF exists for the
sine-Gordon model but uniqueness then it is not clear (at least in this approach).

In general any limit will be described by a solution of the unregularized FBSDE where (Ft)t
is the limiting approximate effective force. Note that there is no ambiguity in defining this
effective force for any λ̂ since it is specified by a triangular system which has always a unique
solution.

The possibility to have more than limiting measure or more than one solution of the FBSDE is
linked also to the phenomenon of phase transitions.

It is expected that uniqueness of the limit would hold in presence of the IR regularisation
but at the moment I'm not able to prove it via the FBSDE, it can be an interesting research
problem.



variational structure

Recall the variational problem is given by the minimization of the functional

𝒥(u)=𝔼 �V(ΦT
u)+ 12�0

T
‖us‖2ds�, Φt

u=Xt+�0
t
Ġs𝔼sDV(ΦT

u)ds

to discuss the removal of the cutoff we employ Ito formula with an approximate effective
potential (Vs)s obtained essentially as we have the force, i.e. Fs=−DVs, and VT=V,

𝒥(u)=V0(Φ0u)+𝔼��0
T
�ℋs(Φs

u)+DVs(Φs
u)Gs

1/2us+
1
2(DVs ĠsDVs)(Φs

u)�ds+ 12�0
T
‖us‖2ds�

=V0(Φ0u)+𝔼��0
T

ℋs(Φs
u)ds+ 12�0

T
�us+Gs

1/2DVs(Φs
u)�2ds�

where

ℋt≔∂tVt+
1
2 Tr ĠtD2Vt−

1
2DVtGt˙ DVt.



In this new formulation we see that the running cost does not depends anymore on the L2
norm of u but of

rs≔us+Gs
1/2DVs(Φs

u).

Now we can invert this dependence and let u be a function of r, since the equation

Ẑt
r=−�

0

t
GsDVs(Xs+ Ẑs

r)ds+�
0

t
Gs
1/2rsds

has Lipshitz coefficients and unique global solutions, moreover the control

û= r−GsDVs(Xs+ Ẑs
r)

is admissible for the original control problem and Φt
û=Xt+ Ẑt

r ≔Φ̂t
r. So we can reformulate

the control problem as

𝒥̂(r)=V0(Φ̂0r)+𝔼��0
T

ℋs(Φ̂s
r)ds+ 12�0

T
�rs�L2

2 ds�

and

inf
u∈ℍa

𝒥(u)= inf
r∈ℍa

𝒥̂(r)



Additionally we have the bound

ĴT(r)⩾−C+
1
2�0

T
‖rs‖L22 ds

uniformly in T. Moreover if we recall that the optimizer for 𝒥(u) is ut=−Gs
1/2DVt(Φt

u)−Gs
1/2Rt

we can deduce that the optimizer for 𝒥̂(r) is r=−Gs
1/2DVt(Φt

u)−Gs
1/2Rt+Gs

1/2DVt(Φt
u)=

−Gs
1/2Rr.

From these observations with some technical steps one deduces that

lim
T→∞

inf
u∈ℍa

𝒥ρ,T(u)= inf
r∈ℍa

𝒥̂ρ,∞(r)

this allows to extend the variational description to the UV limit.

By our estimates we have

�Gs
1/2DVs(Φs

u)�L2≲ ⟨t⟩−2δ

which is in Lt2 only when 2δ>1 that is β2<4π. However the renormalized control r still retain
L2 regularity beyond this range and it is expected to do so for all β2<8π provided suitable
approximate solutions of the flow equations can be found.



the variational method for Φ2
4 in infinite volume

[N. Barashkov, MG ⋅ On the variational method for Euclidean quantum fields in infinite volume ⋅ arXiv:2112.05562]



Boué–Dupuis formula

Theorem. Let (Bt)t⩾0 be a Brownian motion on ℝn, then for any bounded F:C(ℝ+;ℝn)→ℝ
we have

log 𝔼[eF(B•)]= sup
u∈ℍa

𝔼�F(B•+ I(u)•)−
1
2�0

∞
|us|2ds�

with u:Ω×ℝ+→ℝn adapted to B and with

I(u)t≔�0
t
usds

1
2�0

∞
|us|2ds≈H(Law(B•+ I(u)•)|Law(B•)).

[M. Boué and P. Dupuis, A Variational Representation for Certain Functionals of Brownian Motion, Ann. Prob. 26(4), 1641–59]



Boué–Dupuis for the d=2 GFF

𝔼[Wt(x)Ws(y)]=(t∧ s)(m2−Δ)−1(x−y), t, s∈ [0, 1]

The BD formula gives

−log � e−F(ϕ)μ(dϕ)=−log 𝔼[e−F(W1)]= inf
u∈ℍa

𝔼�F(W1+Z1)+
1
2�0

1
‖us‖L22 ds�

where

Zt=(m2−Δ)−1/2�
0

t
usds, ut=(m2−Δ)1/2Żt

−log 𝔼[e−F(W1)]= inf
Z∈Ha

𝔼[F(W1+Z1)+ℰ(Z•)]

with

ℰ(Z•)≔
1
2 �0

1
‖(m2−Δ)1/2 Żs‖L22 ds=

1
2 �0

1
(‖∇Żs‖L22 +m2‖Żs‖L22 )ds



Φ2
4 in a bounded domain Λ

fix a compact region Λ⋐ℝ2 and consider the Φ24 measure θΛ on 𝒮′(ℝ2) with interaction in Λ
and given by

θΛ(dϕ)≔
e−λVΛ(ϕ)μ(dϕ)
∫e−λVΛ(ϕ)μ(dϕ)

, ϕ∈𝒮′(ℝ2)

with interaction potential VΛ(ϕ)≔∫Λϕ
4−c∫Λϕ

2. For any f :𝒮′(ℝd)→ℝ (non necessarily linear)
let

e−𝒲Λ( f )≔� e− f (ϕ)θΛ(dϕ)

we have the variational representation, Z=Z1, Z•= (Zt)t∈[0,1]:

𝒲Λ( f )= inf
Z∈Ha

F f ,Λ(Z•)− inf
Z∈Ha

F0,Λ(Z•)

where

F f ,Λ(Z•)≔𝔼[ f (W+Z)+λVΛ(W+Z)+ℰ(Z•)].



renormalized potential

VΛ(W+Z)=�
Λ �W

4− cW2|||||||||||||||||||||||||||||||||||||||||||||| |{z}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}} }
𝕎4

+4�W3− c
4 W�||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| |{z}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}} }

𝕎3

Z+6�W2− c
6�||||||||||||||||||||||||||||||||||||||||| |{z}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}} }

𝕎2

Z2+4WZ3+Z4�

take c=12𝔼[W2(x)]=+∞

VΛ(W+Z)=�
Λ
�4𝕎3Z+6𝕎2Z2+4WZ3+Z4�+⋅ ⋅ ⋅

𝕎n∈𝒞−nκ(Λ)=B∞,∞−nκ (Λ)

here B∞,∞−κ (Λ) is an Hölder–Besov space ⋅ a distribution f ∈𝒮′(𝕋d) belongs to B∞,∞α (Λ) iff for
any n⩾0

‖Δnf ‖L∞⩽(2n)−α‖ f ‖B∞,∞α (Λ)

where Δnf =ℱ−1(φn(⋅)ℱf ) and φn is a function supported on an annulus of size ≈2n ⋅ we have
f =∑n⩾0Δnf ⋅ if α>0 B∞,∞α (𝕋d) is a space of functions otherwise they are only distributions



Euler–Lagrange equation for minimizers

Lemma. there exists a minimizer Z=Z f ,Λ of F f ,Λ. Any minimizer satisfies the Euler–Lag-
range equations

𝔼�4λ�
Λ
Z3K+�

0

1
�
Λ
(Żs(m2−Δ) K̇s)ds�

= 𝔼��
Λ
f ′(W+Z)K+λ�

Λ
(𝕎3+𝕎2Z+12WZ2)K�

for any K adapted to the Brownian filtration and such that K∈L2(μ,H).

⊳ technically one really needs a relaxation to discuss minimizers, we ignore this all along this
talk. the actualy object of study is the law of the pair (𝕎,Z) and not the process Z. (similar
as what happens in the Φ34 paper)



apriori estimates

we use polynomial weights ρ(x)=(1+ ℓ |x|)−n for large n>0 and small ℓ >0.

Theorem. There exists a constant C independent of |Λ| such that, for any minimizer Z of
F f ,Λ(μ) and any spatial weight ρ:Λ→ [0, 1] with |∇ρ|⩽ερ for some ε>0 small enough, we
have

𝔼�4λ�
Λ
ρZ14+�0

1
�
ℝ2

((m2−Δ)1/2ρ1/2 Żs)2ds�⩽C.

Proof. test the Euler–Lagrange equations with K=ρZ and then estimate the bad terms with
the good terms and objects only depending on 𝕎, e.g.

��
Λ
ρ𝕎3Z�⩽Cδ‖𝕎3‖H−1(ρ1/2)

2 +δ‖Z‖H1(ρ1/2)
2 ,

��
Λ
ρ𝕎2Z2�⩽Cδ‖ρ1/8𝕎2‖C−ε4 +δ(‖ρ1/4 Z̄‖L44 + ‖ρ1/2 Z̄‖H2ε

2 ), ⋅ ⋅ ⋅



tightness and bounds

𝒲Λ( f )=inf
Z

F f ,Λ(Z)−inf
Z

F0,Λ(Z)=F f ,Λ(Z f ,Λ)−F0,Λ(Z0,Λ)

therefore

F f ,Λ(Z f ,Λ)−F0,Λ(Z f ,Λ)⩽𝒲Λ( f )⩽F f ,Λ(Z0,Λ)−F0,Λ(Z0,Λ)

and since, for any g,

F f ,Λ(Zg,Λ)−F0,Λ(Zg,Λ)=𝔼[ f (W+Zg,Λ)+λVΛ(W+Zg,Λ)+ℰ(Zg,Λ)]

−𝔼[λVΛ(W+Zg,Λ)+ℰ(Zg,Λ)]=𝔼[ f (W+Zg,Λ)]

𝔼[ f (W+Z f ,Λ)]⩽𝒲Λ( f )⩽𝔼[ f (W+Z0,Λ)]

consequences: tightness of (θΛ)Λ in 𝒮′(ℝ2) and optimal exponential bounds

sup
Λ
�exp(δ‖ϕ‖W−κ,4(ρ)

4 )θΛ(dϕ)<∞



Euler–Lagrange equation in infinite volume

moreover

� f (ϕ)θΛ(dϕ)=𝔼[ f (X+Z0,Λ)]

the family (Z f ,Λ)Λ is converging (provided we look at the relaxed problem) and any limit point
Z=Z f satisfies a EL equation:

𝔼��
ℝ2

f ′(W+Z)K+4λ�
ℝ2

⟦(W+Z)3⟧K+�
0

1
�
ℝ2

Żs(m2−Δ) K̇sds�=0

for any test process K (adapted to 𝕎 and to Z).

a stochastic “elliptic” problem



the stochastic equation

rewrite the EL equation as

𝔼��
0

1
�
ℝ2
� f ′(W1+Z1)+4λ⟦(W1+Z1)3⟧+Żs(m2−Δ)� K̇sds�=0

then

𝔼��
0

1
�
ℝ2
𝔼� f ′(W1+Z1)+4λ⟦(W1+Z1)3⟧+(m2−Δ)Żs�ℱs� K̇sds�=0

which implies that

(m2−Δ)Żs=−𝔼� f ′(W1+Z1)+4λ⟦(W1+Z1)3⟧ �ℱs�

open questions
� uniqueness??
� Γ-convergence of the variational description of 𝒲Λ( f )?
not clear ⋅ we lack sufficient knowledge of the dependence on f of the solutions to the EL
equations above



exponential interaction

we can study similarly the model with

V ξ(φ)=�
ℝ2
ξ(x)⟦exp(βφ(x))⟧dx

for β2<8π and ξ:ℝ2→[0,1] a smooth spatial cutoff function

V ξ(W+Z)=�
ℝ2
ξ(x)exp(βZ(x))⟦exp(βW(x))⟧dx|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| |{z}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}} }

Mβ(dx)

=�
ℝ2
ξ(x)exp(βZ(x))Mβ(dx), [Gaussian multiplicative chaos]

BD formula

Wξ,exp( f ) = −log�exp(− f (ϕ))dνξ

= inf
Z∈Ha

𝔼� f (W+Z)+�ξexp(βZ)dMβ+ 12�0
1
� ((m2−Δ)1/2Żt)2dt�

⊳ the function Z↦V ξ(W+Z) is convex!



variational description of the infinite volume limit

⊳ thanks to convexity the EL equations have a unique limit Z in the ∞ volume limit

⊳moreover we have the Γ-convergence of the variational description:

𝒲ℝ2( f )= lim
n→∞

�−log�exp(− f (φ))dνξn,exp�

= lim
n→∞

[𝒲ξn( f )−𝒲ξn(0)]=infK
G f ,∞,exp(K)

with functional

G f ,∞,exp(K)=𝔼� f (W+Z+K)+�exp(βZ)(exp(βK)−1)dMβ+E(K)||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||| |{z}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}} }
⩾0

�

which depends via Z on the infinite volume measure for the exp interaction.



the FBSDE for Grassmann measures



Euclidean Fermions

Fermions: quantum particles satisfying Fermi–Dirac statistics

EQFT: Wick rotation of QFT. t→τ= it, ℝd×ℝ→ℝd+1 Euclidean space. Wightman functions
→ Schwinger functions.

Ψ,Ψ∗→ψ,ψ̄.

☞ K. Osterwalder and R. Schrader. Euclidean Fermi fields and a Feynman-Kac formula for Boson-Fermions
models. Helvetica Physica Acta, 46:277–302, 1973.

Euclidean fermion fields ψ, ψ̄ form a Grassmann algebra
ψαψβ=−ψβψα (ψα2=0).



Schwinger functions

⊳ Schwinger functions are given by a Berezin integral on Λ=GA(ψ, ψ̄)

⟨O(ψ, ψ̄)⟩= ∫dψdψ̄O(ψ, ψ̄)e−SE(ψ,ψ̄)

∫dψdψ̄e−SE(ψ,ψ̄)
=
�O(ψ, ψ̄)e−V(ψ,ψ̄)�C

�e−V(ψ,ψ̄)�C

SE(ψ, ψ̄)=
1
2(ψ,C ψ̄)+V(ψ, ψ̄) ⟨O(ψ, ψ̄)⟩C=

∫dψdψ̄O(ψ, ψ̄)e−
1
2(ψ,Cψ̄)

∫dψdψ̄ e−
1
2(ψ,C ψ̄)

⊳ Under ⟨⋅⟩C the variables ψ,ψ̄ are “Gaussian” (Wicks' rule):

⟨ψ(x1)⋅ ⋅ ⋅ψ(x2n)⟩C=�
σ

(−1)σ⟨ψ(xσ(1))ψ(xσ(2))⟩C⋅ ⋅ ⋅⟨ψ(xσ(2n−1))ψ(xσ(2n−1))⟩C



algebraic probability

⊳ a non-commutative probability space (𝒜,ω) is given by a C∗-algebra 𝒜 and a state ω, a
linear normalized positive functional on 𝒜 (i.e. ω(aa∗)⩾0).

⊳ a random variable is an algebra homomorphism into 𝒜
☞ L. Accardi, A. Frigerio, and J. T. Lewis. Quantum stochastic processes. Kyoto University. Research Insti-
tute forMathematical Sciences. Publications, 18(1):97–133, 1982. 10.2977/prims/1195184017

example. (classical) random variable X with values on a manifold ℳ?

Ω→→→→→→→→→
X

ℳ→→
f
ℝ

f ∈L∞(ℳ;ℂ)→X( f )∈𝒜=L∞(Ω;ℂ), X( fg)=X( f )X(g), X( f ∗)=X( f )∗.

algebraic data: 𝒜=L∞(Ω;ℂ), ω(a)=∫Ωa(ω)ℙ(dω), X∈Hom∗(L∞(ℳ),𝒜).



Grassmann probability

⊳ random variables with values in a Grassmann algebra Λ are algebra homomorphisms

𝒢(V)=Hom(ΛV,𝒜)

The embedding of ΛV into 𝒜 allows to use the topology of 𝒜 to do analysis on Grass-
mann algebras.

d𝒢(V)(X,Y)≔ ‖X−Y‖𝒢(V)= sup
v∈V,|v|V=1

‖X(v)−Y(v)‖𝒜,

analogy. Gaussian processes in Hilbert space. Abstract Wiener space. “a convenient place
where to hang our (analytic) hat on”.



back to QFT: IR & UV problems

QFT requires to consider the formula (Fermionic path integral)

⟨O(ψ, ψ̄)⟩C,V=
�O(ψ, ψ̄)e−V(ψ,ψ̄)�C

�e−V(ψ,ψ̄)�C
with local interaction

V(ψ, ψ̄)=�
ℝd

P(ψ(x), ψ̄(x))dx

and singular covariance kernel (due to reflection positivity)

⟨ψ̄(x)ψ(y)⟩∝ |x−y|−α

this gives an ill-defined representation
� large scale (IR) problems
� small scale (UV) problems
well understood in the constructiveQFT literature (Gawedzki, Kupiainen, Lesniewski, Rivasseau,
Seneor, Magnen, Feldman, Salmhofer, Mastropietro, Giuliani, . . . )



what about stochastic quantisation for Grassmann measures?

☞ Ignatyuk/Malyshev/Sidoravicius | “Convergence of the StochasticQuantization Method I,II”, 1993. [Grass-
mann variables + cluster expansion]

weak topology + solution of equations in law + infinite volume limit but no removal of the
UV cutoff

*
☞ “Grassmannian stochastic analysis and the stochastic quantization of Euclidean Fermions” | joint work
with Sergio Albeverio, Luigi Borasi, Francesco C. De Vecchi. arXiv:2004.09637 (PTRF)

algebraic probability viewpoint + strong solutions via Picard interation + infinite volume limit
but no removal of the UV cutoff

☞ “A stochastic analysis of subcritical Euclidean fermionic field theories” | joint work with Francesco C. De
Vecchi and Luca Fresta. arXiv:2210.15047

alg. prob. + forward-backward SDE + infinite volume limit & removal of IR cutoff in the whole
subcritical regime



Grassmann stochastic analysis

⊳ filtration (𝒜t)t⩾0, conditional expectation ωt:𝒜→𝒜t,

ωt(ABC)=Aωt(B)C, A,C∈𝒜t.

⊳ Brownian motion (Bt)t⩾0 with Bt∈𝒢(V)

ω(Bt(v)Bs(w))= ⟨v,Cw⟩(t∧ s), t, s⩾0,v,w∈V.

‖Bt−Bs‖≲ |t− s|1/2.

⊳ Ito formula

Ψt=Ψ0+�0
t
Bu(Ψu)du+Xt, ω(Xt⊗Xs)=Ct∧s

ωs(Ft(Ψt))=ωs(Fs(Ψs))+�s
t
ωs[∂uFu(Ψu)+ℒFu(Ψu)]du,

ℒuFu=
1
2DĊu

2 Fu+ ⟨Bu,DFu⟩



the forward-backward SDE

[joint work with Francesco C. De Vecchi and Luca Fresta]

let Ψ be a solution of

dΨs= Ċsωs(DV(ΨT))ds+dXs, s∈ [0,T], Ψ0=0.

where (Xt)t is Gaussian martingale with covariance ω(Xt⊗Xs)=Ct∧s. Then

ω(eV(XT))ω(e−V(ΨT))=1

and

ω(O(ΨT))=
ω(O(XT)eV(XT))
ω(eV(XT))

=
�O(ψ)eV(ψ)�CT

�eV(ψ)�CT

for any O.

⊳ this FBSDE provides a stochastic quantisation of the Grassmann Gibbs measure along the
interpolation (Xt)t of its Gaussian component



the backwards step

let Ft be such that FT=DV. By Ito formula

Bs≔ωs(DV(ΨT))=ωs(FT(ΨT))

=Fs(Ψs)+�s
T
ωs��∂uFu(Ψu)+

1
2DĊu

2 Fu(Ψu)+ ⟨Bu, ĊuDFu(Ψu)⟩��du

=Fs(Ψs)+�s
T
ωs��∂uFu(Ψu)+

1
2DĊu

2 Fu(Ψu)+ ⟨Bu, ĊuDFu(Ψu)⟩��du

letting Rt=Bt−Fs(Ψs) we have now the forwards-backwards system

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{ Ψt=∫0

t Ċs (Fs(Ψs)+Rs)ds+Xt,

Rt=∫t
Tωt[Qu(Ψu)]du+∫t

Tωt[⟨Ru, ĊuDFu(Ψu)⟩]du
with

Qu≔∂uFu+
1
2DĊu

2 Fu+ ⟨Fu, ĊuDFu⟩



solution theory

⊳ standard interpolation for C∞=(1+Δℝd)γ−d/2, γ⩽d/2. χ∈C∞(ℝ+), compactly supported
around 0:

Ct≔(1+Δℝd)γ−d/2χ(2−2t(−Δℝd)), ‖Ċ‖ℒ(L∞,L∞)≲22γ−d, ‖Ċ‖ℒ(L1,L∞)≲22γ

⊳ the system

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{ Ψt=∫0

t Ċs (Fs(Ψs)+Rs)ds+Xt,

Rt=∫t
Tωt[Qu(Ψu)]du+∫t

Tωt[⟨Ru, ĊuDFu(Ψu)⟩]du

can be solved by standard fixpoint methods for small interaction, uniformly in the volume
since X stays bounded as long as T<∞:

‖Xt‖L∞(ℝd)≲2γt.

⊳ decay of correlations can be proved by coupling different solutions (Funaki '96).
⊳ limit T→∞ requires renormalization when γ∈[0,d/2].



relation with the continuous RG

if we take F such that Q=0 we have R=0 and then

Ψt=�0
t
Ċs (Fs(Ψs))ds+Xt,

with

∂uFu+
1
2DĊu

2 Fu+ ⟨Fu, ĊuDFu⟩=0, FT=DV.

define the effective potential Vt by the solution of the HJB equation

∂uVu+
1
2DĊu

2 Vu+ ⟨DVu, ĊuDVu⟩=0, VT=V.

then Ft=DVt and the FBSDE computes the solution of the RG flow equation along the inter-
acting field.
⊳ so far a full control of the Fermionic HJB equation has not been achieved (work by Brydges,
Disertori, Rivasseau, Salmhofer, . . . ). Fermionic RG methods rely on a discrete version of the
RG iteration.



approximate flow equation

thanks for the FBSDE we are not bound to solve exactly the flow equation and we can pro-
ceed to approximate it.
⊳ linear approximation. take

∂uFu+
1
2DĊu

2 Fu=0, FT=DV.

this corresponds to Wick renormalization of the potential V:

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{ Ψt=∫0

t Ċs (Fs(Ψs)+Rs)ds+Xt,

Rt=∫t
Tωt[⟨Fu(Ψu), ĊuFu(Ψu)⟩]du+∫t

Tωt[⟨Ru, ĊuDFu(Ψu)⟩]du

the key difficulty is to show uniform estimates for

�
t

T
ωt[⟨Fu(Ψu), ĊuFu(Ψu)⟩]du

as T→∞. we cannot expect better than ‖Ψt‖≈ ‖Xt‖≈2γt.



polynomial truncation

a better approximation is to truncate the equation to a (large) finite polynomial degree

∂uFu+
1
2DĊu

2 Fu+Π⩽K⟨Fu, ĊuDFu⟩=0

where Π⩽K denotes projection on Grassmann polynomials of degree ⩽K and take

Ft(ψ)=�
k⩽K

Ft
(k)ψ⊗k.

With this approximation one can solve the flow equation and get estimates

�Ft
(k)�⩽ 2

(α−βk)t

(k+1)2 , t⩾0,

with α=3β, β=d/2−γ, provided the initial condition FT=DV is appropriately renormalized.



FBSDE in the full subcritical regime

with the truncation ΠK we have

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{ Ψt=∫0

t Ċs (Fs(Ψs)+Rs)ds+Xt,

Rt=∫t
Tωt[Π>K⟨Fu, ĊuDFu⟩(Ψu)]du+∫t

Tωt[⟨Ru, ĊuDFu(Ψu)⟩]du

but now observe that

‖Ψt‖≈ ‖Xt‖≲2γt �Ft
(k)Ψt

⊗k�≲2(γk−β(k−3))t

which is exponentially small for k large as long as γ⩽d/4 (full subcrititcal regime).

now the term

�
t

T
ωt[Π>K⟨Fu, ĊuDFu⟩(Ψu)]du

can be controlled uniformly as T→∞ and also the full FBSDE system. (!)



a new class of equations



a new class of equations for Euclidean fields

Goal . identify a rigorous framework to analyse Euclidean fields

Let φ∞ be a random field on ℝd, possibly distributional.

❶ We endow it with a decomposition over scales (φa)a⩾0 where φa is a description of φ∞
including fluctuations at scales larger than 1/a. φa→φ∞ as a→∞ and a↦φa is continuous in
some topology over smooth fields.

❷ Let (ℱa)a the filtration generated by φa. An observable is a martingale wrt. this filtration.
The observable (𝒪a)a is supported on a set U⊆ℝd if

𝒪a− 𝒪̂a(φa,∇φa, ⋅ ⋅ ⋅)→0, as a→∞

where 𝒪̂a is a functional of φa which depends on the fields only on a 1/a-enlargement of the
set U. A field of observables x∈ℝd↦(𝒪a(x))a is local if 𝒪a(x) is supported on {x} for all x.

E.g. if φ∞ is a function:

𝒪a(x)=𝔼[φ∞(x)|ℱa]



❸ We assume that the scale dynamics of (φa)a is given by an Itô diffusion:

dφa=Bada+dMa, d⟨M⊗M⟩a=Da
2da

with adapted drift Ba and diffusivity “matrix” Da
2. We want that the dynamics is specified only

in terms of features of φ∞ “brought back” to the scale a. So we postulate:
a) the existence of local observables for the “microscopic” drift ( fa)a⩾0 and for the “micro-

scopic” diffusivity (Σa
2)a⩾0

b) that the characteristics Ba,Da
2 of the diffusion at scale a are given by some spatial averaging

of the microscopic characteristics:

Ba= Ċafa, Da
2= Ċa

1/2Σa
2Ċa
1/2

where (Ca)a are spatial averaging operators at scale a and Ċa=∂aCa. E.g.

(Caf )(x)=�ℝd
adχ(a(x−y)) f (y)dy

where χ:ℝd→ℝ is a mass one, positive and positive definite function with support on the
unit ball. Note that we could allow also random averaging: Ca=Ca(φa).



Wilson–Ito diffusions

[I. Bailleul, I. Chevyrev, MG. Wilson–Ito diffusions. arXiv (July 2023)]

Definition. A Wilson–Ito diffusion (φa)a is the solution of the SDE

dφa= Ċafada+ Ċa
1/2ΣadWa, a⩾0

where W is a cylindrical Brownian motion, fa, Σa
2 are local observables for the microscopic

drift and diffusivity and Ca is a local averaging operator at scale a.
It describes the random field φ∞.

Covariant under change of scales . A=A(a), φ̃a≔φA(a) then C̃a=CA(a) and

dφ̃a= C̃a
˙ fA(a)da+ Ċ̃a

1/2ΣA(a)dW̃a,

where W̃ is a cylindrical Brownian motion.

Trivial example . fa=0, Σa=1. Then φ∞=∫0
∞Ċa

1/2dWa is a white noise, so in general the solu-
tions are distributions.



are there non-trivial examples?

approximation strategy . fix some A>0 and functional FA and solve the forward-backward
SDE:

dϕa= Ċa𝔼a[FA(ϕA)]da+ Ċa
1/2dWa, a∈(0,A).

where 𝔼a=𝔼[∗|ℱa]. Try to send A→∞ and at the same time make FA more and more local.

coherent germs . another approach is to “guess” the drift fa≈Fa(φa) where Fa is the “germ”

fa=Fa(φa)+Ra

then we have a forward–backwards system for (φa,Ra):

{{{{{{{{{{{{{{{{{{{{{{{{
dϕa= Ċa(Fa(φa)+Ra)da+ Ċa

1/2dWa,
Ra=𝔼a[∫a

∞ℒbFb(φb)db+∫a
∞DFb(φa)ĊbRbdb]

ℒb=∂b+
1
2ΔĊb

+FbĊbD

Fully open problem in generality . I know very little about it . (some examples later)



a linear force
assume

fa=𝔼a[−Aϕ∞]+𝔼a[h(ϕ∞)]

where A is a positive linear operator, e.g. A=m2−Δ. Then, with C∞,a≔C∞−Ca

ϕ∞=ϕa+�a
∞
Ċa(𝔼a[−Aϕ∞]+𝔼a[h(ϕ∞)])da+�a

∞
Ċa
1/2dWa

𝔼a[ϕ∞]=ϕa−C∞,aA𝔼a[ϕ∞]+C∞,a𝔼a[h(ϕ∞)]

Let ψa≔(1+C∞,aA)−1ϕa then ψ∞=ϕ∞ and

dψa= Q̇a𝔼a[h(ψ∞)]da+ Q̇a
1/2dWa, Q̇a≔∂a(A−1(1+C∞,aA)−1)

the Gaussian field

Xa
Q≔�

0

a
Q̇c
1/2dWc

has covariance Q∞−Q0= (1+A)−1, i.e. is a GFF when A=m2−Δ.



gradient Wilson–Ito diffusions

Assume now also that h(ψ∞)=−DV∞(ψ∞), and let (Va)a⩾0 be the solution to the Polchinski
equation (HJB)

∂aVa−
1
2DVaQ̇aDVa+

1
2Q̇aD2Va=0

then one can prove that

𝔼a[h(ψ∞)]=−𝔼a[DV∞(ψ∞)]=−DVa(ψa)

and by performing Doob's h-transform with dℚ= e−V0(0)+Va(ψa)dℙ also that

𝔼ℙ[G(ψa)] = 𝔼ℚ�G(ψa)eV0(0)−Va(ψa)�=𝔼ℙ�G(Xa
Q)eV0(0)−Va(Xa

Q)�

=
𝔼ℙ�G�Xa

Q�e−V∞(X∞
Q)�

𝔼ℙ�e−V∞(X∞
Q)�

for any nice function G. In particular the law of ψ∞ is given by the Gibbs measure

ν∞(dψ)=
e−V∞(ψ)μQ∞(dψ)
∫e−V∞(ψ)μQ∞(dψ)

.



Euclidean fields as Wilson–Ito fields

The class of Wilson–Itô fields comprises as a particular case the Euclidean quantum fields
constructed as perturbations of a Gaussian field. They are obtained by solving Polchinski
FBSDEs of the form

dψa=−Q̇a𝔼a[DV∞(ψ∞)]da+ Q̇a
1/2dWa.

Optimal control formulation . Let ua≔−Q̇a
1/2𝔼a[DV∞(ψ∞)], test it with adapted (va)a and

integrate:

𝔼��
0

∞
⟨va,ua⟩da+��0

∞
Q̇a
1/2vada,DV∞(ψ∞)��=0.

It is the first-order condition for the minimisation of the functional

Ψ(u)≔𝔼�V∞(ψ∞u )+
1
2�0

∞
⟨ua,ua⟩da�

over all adapted controls (ua)a⩾0, where

ψa
u≔�

0

a
Q̇b
1/2ubdb+�0

a
Q̇b
1/2dWb,

is the controlled process.



rigorous results

While Wilson–Ito fields are very young (less than one week) we have already established some
results in the same flavour by looking at FBSDE or at the stochastic control formulation of
Euclidean fields.

J N. Barashkov and MG . A Variational Method for Φ3
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some remarks on Wilson–Ito diffusions

� our the working hypothesis is that Wilson–Ito diffusions are natural mechanism to generate
and analyse random fields

� they emerge from simple and natural assumptions and covers in principle much more than
those theories that can be reached perturbatively from a Gaussian functional integral, e.g.
from the path-integral picture

� they can be used for gauge theories and fields on manifolds and for Grassmann fields
� they allow for rigorous non-perturbative results in the whole space
� (hopefully) they provide a new framework for the stochastic analysis of Euclidean fields
� numerical simulations?
� still lot to understand: FBSDEs are non-trivial to analyse but PDE methods seems applic-

able similarly to Parisi–Wu style stochastic quantisation.



the end
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